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Three models finetuned on AXOLOTL-24 data:
GR FiEnRu, GR Ru, and GR Fi SG

→ WSI predicted clusters
→ WSD predicted clusters 
        for old senses  1, 2, 3

    GlossReader embeddings for word usages
     cluster         compared distances 

Inputs: GR embeddings of new usages, N – 
number of clusters
Init: each usage in its own cluster
Iterative process: on each iteration the closest 
pair of clusters is merged. 
Stop criteria: stop after getting N clusters

WSI method

Inputs: old+new usages
Init: old usages grouped by sense, 
each new usage in its own cluster.
Iterative process: on each iteration 
the closest pair of clusters one of 
which does not contain old usages is 
merged. 
Stop criteria: stop after getting 
#old_senses + k clusters

On Fi dev we selected k=0 ⇒ each 
new usages ends in a cluster 
corresponding to an old sense. Did 
not use for Ru (often no old usages)

AggloM
Inputs: 
set C1 of WSI predicted clusters;
set C2 of WSD predicted clusters 
(corresponding to old senses);

Iterative process: 
1) select a pair of clusters 
{(c1,c2) | c1∈C1; c2∈C2}
with the highest Jaccard 
similarity. 
2) Relabel c1 as c2 (old sense).
3) Remove c1 from C1, c2 from 
C2.
Stop criteria: C1 or C2 is empty

Agglomerative clustering on GR 
embeddings
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Underlined - the best of all; 
Bold - the best in group;
    - within 5% from the best;

              - outperforms all other 
participants according to all official 
leaderboard metrics (ARI and F1 
averaged across all languages and 
FiRu);

ARI: how well new usages are 
grouped by their meaning?
WSI gives much better grouping than 
WSD for Ru, but much worse for Fi, 
and a bit worse for De (there are many 
gained senses in Ru, few in Fi and De).
Outlier2Cluster preserves the best ARI 
for Fi and almost best for Ru; a small 
drop for De (with the Finnish NSD).
AggloM significantly improves upon 
Agglomerative, works surprisingly well 
given its simplicity (but only when old 
usages are available).
Cluster2Sense inherits clustering and 
its ARI from Agglomerative.

F1: how well usages of old senses are labeled with their senses?
GR FiEnRu – best WSD for usages of old senses for Fi and Ru, and De.
Outlier2Cluster preserves F1 for Fi and De (almost no positive predictions), F1 for Ru 
becomes significantly worse, but still comparable to the best result of other teams.
AggloM shows a bit worse results for Fi and De, comparable to the best of other 
teams, but cannot work for Ru.
Cluster2Sense more frequently predicts gained senses: the metric discourages it.

In Ru words almost always have 2 and more gained senses, so annotating with 
old senses is not enough – need WSI,
but in Fi ~70% words do not have gained senses (useless to do anything 
beyond WSD) and 60% have all new usages with 1 sense only (WSI usually 
gives >1 cluster ⇒ ARI=0).
In De 67% of words also do not have gained senses, but only 12% have 1 sense 
only ⇒ the difference in ARI is smaller than for Fi, but still large (maybe when 
using WSD instead of WSI sense definitions help for better grouping?)

Dataset proportions

GR fine-tuning on AXOLOTL 
training data

For Fi fine-tuning GR on Fi data is very important (when using as WSD system or for 
contextulized embeddings in AggloM)! Best when fine-tuned on 3 train sets.
For Ru fine-tuning on Ru data helps a little bit.
For De fine-tuning helps independently of the train set, but mostly on Fi with SG ?!

Why SCM methods get worse F1 
(when not falling back to WSD)?

Intuitively, F1 of old senses should improve when we try to clean old senses from the usages of 
obtained senses, but
1. it is calculated for usages of old senses only, doesn’t care if usages of gained senses are 
incorrectly put there (for most words) ⇒ only need good WSD
2. Large penalty if a single usage of some old sense is attributed to a gained sense* ⇒ trying to 
return anything except for the old sense labels hurts very much unless done ideally (but even 
then it should not help – see 1)

Official eval script: 
https://github.com/ltgoslo/axolotl24_shared_task/blob/main/cod
e/evaluation/scorer_track1.py#L95

*

Trying to clean old senses from usages of gained senses 
hurts F1, and also ARI on Finnish. For Russian ARI it helps!

We said even ideal NSD shouldn’t help for F1, but NSD 
oracle improves F1?! The effect of words with no new 
usages of old senses: arbitrarily F1=1 when all usages are 
recognized as usages of gained senses, 0 otherwise!
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Outlier2Cluster: the threshold 
and oracles

WSI oracle improves ARI for Russian (>1 gained sense for 
97% of words), but not Finnish (only for 7% of words). 
Similarly, putting all outliers to 1 cluster hurts for Russian, but 
not Finnish. 

NSD: 
Threshold 
Selection
Threshold of 0.65, selected 
on dev sets (mostly Russian)

Russian: near-optimal ARI, 
small loss in F1, WSI labels 
for ~42% of usages

Finnish and German: rarely 
returns WSI labels (<1%), 
almost like pure WSD

0.65

NSD model ablation study 

 

Underlined - the best of all
Bold - the best in group

The predicted probability of 
the selected gloss and dot 
product perform much 
worse than a classifier. On 
Finnish they are 
comparable to a random 
classifier. 
l1/manh. performs way 
better than other distances.
For the Finish dataset 
GlossReader provides poor 
embedding without 
fine-tuning.
Extra features improve NSD 
model, especially on 
Finnish.
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