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● Datasets are small with very 

few word usages for headword 
on average - this makes our 
system less performant.  

● BERT is the non-frontier text 
encoder we use in our system 
for its flexibility to generate 
both token and sentence 
embeddings.

● Data contamination - LLMs 
may have seen dictionary 
entries during training. 

LimitationsResults - Task 2

Motivation: The link between 
computational modeling of 
semantic change and 
dictionaries is previously 
tenuous. 

Aim: Present a train-free 
lexicography system based 
on LLMs to manage 
dictionary updates.

Main results: No significant 
performance gain for 
GPT-4/Llama3 over 
GPT-3.5/Llama2.

Paper in a Nutshell

• Can we detect what word 
usages are (not) covered by 
dictionaries?

• Can we automate the process 
of generating sense glosses for 
unrecorded word usages?

• How can we evaluate the 
results of novel sense detection 
and sense gloss generation?

• Our system is unsupervised.
• Our system is interpretable. 
• A lexicography pipeline that 

automates the process of novel 
sense detection and sense 
gloss generation.

• Investigation of LLMs including 
GPT-3.5, GPT-4, Llama-2 and 
Llama-3 on sense gloss 
generation.
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