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Abstract

Text analysis has undergone substantial evolution since its inception, 
moving from manual qualitative assessments to sophisticated 
quantitative and computational methods. Beginning in the late 
twentieth century, a surge in the utilization of computational 
techniques reshaped the landscape of text analysis, catalysed by 
advances in computational power and database technologies. 
Researchers in various fields, from history to medicine, are now using 
quantitative methodologies, particularly machine learning, to extract 
insights from massive textual data sets. This transformation can be 
described in three discernible methodological stages: feature-based 
models, representation learning models and generative models. 
Although sequential, these stages are complementary, each addressing 
analytical challenges in the text analysis. The progression from 
feature-based models that require manual feature engineering to 
contemporary generative models, such as GPT-4 and Llama2, signifies 
a change in the workflow, scale and computational infrastructure of the 
quantitative text analysis. This Primer presents a detailed introduction 
of some of these developments, offering insights into the methods, 
principles and applications pertinent to researchers embarking on 
the quantitative text analysis, especially within the field of machine 
learning.
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categorizations or predictions based on the data. The performance of 
the model is evaluated using predominantly intrinsic performance 
metrics (such as accuracy for a classification task) and, to a lesser 
degree, extrinsic metrics that measure how the output of the model 
impacts a broader task or system.

Three distinct methodological stages can be observed in the 
evolution of QTA: feature-based models, representation learning 
models and generative models (Fig. 1). Feature-based models use effi-
cient machine-learning techniques, collectively referred to as shallow 
learning, which are ideal for tabular data but require manual feature 
engineering. They include models based on bag-of-words models, 
decision trees and support vector machines and were some of the first 
methods applied in QTA. Representation learning models use deep 
learning techniques that automatically learn useful features from 
text. These models include architectures such as the highly influential  
transformer architecture17 and techniques such as masked language 
modelling, as used in language representation models such as 
Bidirectional Encoder Representations from Transformers (BERT)18. 
BERT makes use of the transformer architecture, as do most other 
large language models after the introduction of the architecture17. 
This shift towards automatic learning representations marked an 
important advance in natural language understanding. Generative 
models, trained using autoregressive techniques, represent the latest 
frontier. These models, such as generative pre-trained transformer 
GPT-3 (ref. 19), GPT-4 and Llama2 (ref. 20), can generate coherent and 
contextually appropriate responses and are powerful tools for natural 
language generation. Feature-based models preceded representation 
learning, which in turn preceded generative models.

Although these models are temporally ordered, they do not 
replace each other. Instead, each offers unique methodological 
features and is suitable for different tasks. The progress from small 
models with limited computing capacity to today’s large models with 
billions of parameters encapsulates the transformation in the scale 
and  complexity of the QTA.

The evolution of these models reflects the advancement of 
machine-learning infrastructure, particularly in the emergence and 
development of tooling frameworks. These frameworks, exemplified 
by platforms such as scikit-learn21 and Hugging Face22, have served 
as essential infrastructure for democratizing and simplifying the 
implementation of increasingly sophisticated models. They offer 
user-friendly interfaces that mask the complexities of the algorithms, 
thereby empowering researchers to harness advanced methodologies 
with minimal prerequisite knowledge and coding expertise. The advent 
of high-level generative models such as GPT-3 (ref. 19), GPT-4 and Llama2 
(ref. 20) marks milestones in the progression. Renowned for their 
unprecedented language understanding and generation capabilities, 
these models have the potential to redefine access to the sophisticated 
text analysis by operating on natural language prompts, effectively 
bypassing the traditional need for coding. It is important to emphasize 
that these stages represent an abstraction that points to fundamental 
changes to the workflow and underlying infrastructure of QTA.

This Primer offers an accessible introduction to QTA methods, 
principles and applications within feature-based models, representa-
tion learning and generative models. The focus is on how to extract and 
structure textual data using machine learning to enable quantitative 
analysis. The Primer is particularly suitable for researchers new to the 
field with a pragmatic interest in these techniques. By focusing on 
machine-learning methodologies, a comprehensive overview of sev-
eral key workflows currently in use is presented. The focus consciously 

Introduction
Qualitative analysis of textual data has a long research history. How-
ever, a fundamental shift occurred in the late twentieth century when 
researchers began investigating the potential of computational meth-
ods for text analysis and interpretation1. Today, researchers in diverse 
fields, such as history, medicine and chemistry, commonly use the 
quantification of large textual data sets to uncover patterns and trends, 
producing insights and knowledge that can aid in decision-making 
and offer novel ways of viewing historical events and current reali-
ties. Quantitative text analysis (QTA) encompasses a range of compu-
tational methods that convert textual data or natural language into 
structured formats before subjecting them to statistical, mathematical 
and numerical analysis. With the increasing availability of digital text 
from numerous sources, such as books, scientific articles, social media 
posts and online forums, these methods are becoming increasingly 
valuable, facilitated by advances in computational technology.

Given the widespread application of QTA across disciplines, it is 
essential to understand the evolution of the field. As a relatively con-
solidated field, QTA embodies numerous methods for extracting and 
structuring information in textual data. It gained momentum in the 
late 1990s as a subset of the broader domain of data mining, catalysed 
by advances in database technologies, software accessibility and com-
putational capabilities2,3. However, it is essential to recognize that the 
evolution of QTA extends beyond computer science and statistics. 
It has heavily incorporated techniques and algorithms derived from  
corpus linguistics4, computer linguistics5 and information retrieval6. 
Today, QTA is largely driven by machine learning, a crucial component  
of data  science, artificial intelligence (AI) and natural language 
processing (NLP).

Methods of QTA are often referred to as techniques that are innately 
linked with specific tasks (Table 1). For example, the sentiment analysis  
aims to determine the emotional tone of a text7, whereas entity and 
concept extraction seek to identify and categorize elements in a text, 
such as names, locations or key themes8,9. Text classification refers 
to the task of sorting texts into groups with predefined labels10 — for 
example, sorting news articles into semantic categories such as politics, 
sports or entertainment. In contrast to machine-learning tasks that use 
supervised learning, text clustering, which uses unsupervised learning,  
involves finding naturally occurring groups in unlabelled texts11. A sig-
nificant subset of tasks primarily aim to simplify and structure natural 
language. For example, representation learning includes tasks that auto-
matically convert texts into numerical representations, which can then  
be used for other tasks12. The lines separating these techniques can be 
blurred and often vary depending on the research context. For exam-
ple, topic modelling, a type of statistical modelling used for concept 
extraction, serves simultaneously as a clustering and representation 
learning technique13–15.

QTA, similar to machine learning, learns from observation of 
existing data rather than by manipulating variables as in scientific 
experiments16. In QTA, experiments encompass the design and imple-
mentation of empirical tests to explore and evaluate the performance 
of models, algorithms and techniques in relation to specific tasks 
and applications. In practice, this involves a series of steps. First, text 
data are collected from real-world sources such as newspaper arti-
cles, patient records or social media posts. Then, a specific type of 
machine-learning model is selected and designed. The model could be 
a tree-based decision model, a clustering technique or more complex 
encoder–decoder models for tasks such as translation. Subsequently, 
the selected model is trained on the collected data, learning to make 
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excludes traditional count-based and rule-based methods, such as 
keyword and collocation analysis. This decision is guided by the current 
dominance of machine learning in QTA, in terms of both performance 
and scalability. However, it is worth noting that machine-learning 
methods can encompass traditional approaches where relevant, add-
ing to their versatility and broad applicability. The experiments in 
QTA are presented, including problem formulation, data collection, 
model selection and evaluation techniques. The results and real-world 
applications of these methodologies are discussed, underscoring the 
importance of reproducibility and robust data management prac-
tices. The inherent limitations and potential optimizations within the 
field are addressed, charting the evolution from basic feature-based 
approaches to advanced generative models. The article concludes 
with a forward-looking discussion on the ethical implications, practi-
cal considerations and methodological advances shaping the future 
of QTA. Regarding tools and software, references to specific libraries 
and packages are omitted as they are relatively easy to identify given 
a specific task. Generally, the use of programming languages that are 
well suited for QTA is recommended, such as Python, R and Julia, but it 
is also acknowledged that graphical platforms for data analysis provide 
similar functionalities and may be better suited for certain disciplines.

Experimentation
In QTA, the term experiment assumes a distinct character. Rather than 
mirroring the controlled conditions commonly associated with rand-
omized controlled trials, it denotes a structured procedure that aims 
to validate, refine and compare models and findings. QTA experiments 
provide a platform for testing ideas, establishing hypotheses and pav-
ing the way for advancement. At the heart of these experiments lies a 
model — a mathematical and computational embodiment of discernible 
patterns drawn from data. A model can be considered a learned function 
that captures the intricate relationship between textual features and 
their intended outcomes, allowing for informed decisions on unseen 
data. For example, in the sentiment analysis, a model learns the associa-
tion between specific words or phrases and the emotions they convey, 
later using this knowledge to assess the sentiment of new texts.

The following section delineates the required steps for a QTA 
experiment. This step-by-step description encompasses everything 
from problem definition and data collection to the nuances of model 
selection, training and validation. It is important to distinguish between 
two approaches in QTA: training or fine-tuning a model, and applying a 
(pre-trained) model (Fig. 1). In the first approach, a model is trained or 
fine-tuned to solve a QTA task. In the second approach, a pre-trained 
model is used to solve a QTA task. Finally, it is important to recognize 
that experimentation, much like other scientific pursuits, is inherently 
iterative. This cyclic process ensures that the devised models are not 
just accurate but also versatile enough to be applicable in real-world 
scenarios.

Problem formulation
Problem formulation is a crucial first step in QTA, laying the foundation 
for subsequent analysis and experimentation. This process involves 
several key considerations, which, when clearly defined beforehand, 
contributes to the clarity and focus of the experiment. First, every 
QTA project begins with the identification of a research question. 
The subsequent step is to determine the scope of the analysis, which 
involves defining the boundaries of the study, such as the time period, 
the type of texts to be analysed or the geographical or demographic 
considerations.

An integral part of this process is to identify the nature of the ana-
lytical task. This involves deciding whether the study is a classification 
task, for example, in which data are categorized into predefined classes; 
a clustering task, in which data are grouped based on similarities with-
out predefined categories; or another type of analysis. The choice 
of task has significant implications for both the design of the study 
and the selection of appropriate data and analytical techniques. For 
instance, a classification task such as sentiment analysis requires clearly 
defined categories and suitable labelled data, whereas a clustering task 
might be used in the exploratory data analysis to uncover underlying 
 patterns in the data.

After selecting data to support the analysis, an important next step 
is deciding on the level of analysis. QTA can be conducted at various 
levels, such as the document-level, paragraph-level, sentence-level or 
even word-level. The choice largely depends on the research question, 
as well as the nature of the data set.

Classification. A common application of a classification task in QTA 
is the sentiment analysis. For instance, in analysing social media com-
ments, a binary classification might be employed in which comments 
are labelled as positive or negative. This straightforward example 

Table 1 | Common quantitative text analysis tasks

Task Description

Sentiment analysis Analysing the emotional tone behind a text to 
understand attitudes, opinions and emotions99

Emotion detection Going beyond basic sentiment analysis to detect 
specific emotions such as happiness, anger or 
sadness in text100

Text classification Categorizing text into predefined groups 
or classes, such as spam filtering or news 
categorization

Document clustering Grouping similar documents or texts together 
using unsupervised learning, useful for organizing 
large data sets

Topic modelling Identifying topics or themes in large volumes of 
text methods such as latent Dirichlet allocation13 
and non-negative matrix factorization101 or, more 
recently, neural network-based algorithms14

Named entity recognition Identifying and classifying key information in text 
into predefined categories (such as names and 
places)102

Entity relation extraction Identifying and classifying relationships between 
named entities in a text, crucial for building 
knowledge graphs and understanding complex 
text structures103

Co-occurrence analysis Identifying terms or concepts that frequently 
appear together in a text104

Trend analysis Analysing changes in textual data over time  
to identify patterns or trends

Concept extraction Identifying key concepts in texts and mapping 
their relationships, aiding in knowledge discovery 
and ontology development9

Content summarization Creating a concise summary of large text, 
maintaining key information and overall 
meaning105

Today, most of these tasks rely on machine learning, although several have equivalents that 
rely on more traditional count-based and rule-based methods.
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showcases the formulation of a problem in which the objective is 
clear-cut classification based on predefined sentiment labels. In this 
case, the level of analysis might be at the sentence level, focusing on 
the sentiment expressed in each individual comment.

From this sentence-level information, it is possible to extrapolate 
to general degrees of sentiment. This is often done when companies 
want to survey their products or when political parties want to analyse 
their support, for example, to determine how many people are positive 
or negative towards the party23. Finally, from changing degrees of senti-
ment, one can extract the most salient aspects that form this sentiment: 
recurring positive or negative sentiments towards price or quality, or 
different political issues.

Modelling of themes. The modelling of themes involves the identifica-
tion of prevalent topics, for example, in a collection of news articles. 
Unlike the emotion classification task, here the researcher is interested 
in uncovering underlying themes or topics, rather than classifying 
texts into predefined categories. This problem formulation requires 
an approach that can discern and categorize emergent topics from 
the textual data, possibly at the document level, to capture broader 
thematic elements. This can be done without using any predefined 
hypotheses24, or by steering topic models towards certain seed topics 
(such as a given scientific paper or book)25. Using such topic detection 
tools, it can be determined how prevalent topics are in different time 
periods or across genre to determine significance or impact of both 
topics and authors.

Modelling of temporal change. Consider a study aiming to track the 
evolution of literary themes over time. In this scenario, the problem 
formulation would involve not only the selection of texts and fea-
tures but also a temporal dimension, in which changes in themes are 
analysed across different time periods. This type of analysis might 
involve examining patterns and trends in literary themes, requiring a 
longitudinal approach to text analysis, for example, in the case of sci-
entific themes or reports about important events26 or themes as proxy 
for meaning change27. Often, when longitudinal analysis is considered, 

additional challenges are involved, such as statistical properties relat-
ing to increasing or decreasing quantity or quality of data that can 
influence results, see, for example, refs. 28–31.

In similar fashion, temporal analysis of changing data happens in a 
multitude of disciplines from linguistics, as in computational detection 
of words that experience change in meaning32, to conceptual change 
in history33, poetry34, medicine35, political science36,37 and to the study 
of ethnical biases and racism38–40.

Data
The GIGO principle, meaning ‘garbage in, garbage out’, is ever present 
in QTA because without high-quality data even the most sophisticated 
models can falter, rendering analyses inaccurate or misleading. To 
ensure robustness in, for example, social media data, its inherently 
informal and dynamic nature must be acknowledged, often charac-
terized by non-standard grammar, slang and evolving language use. 
Robustness here refers to the ability of the data to provide reliable, con-
sistent analysis, despite these irregularities. This requires implementing 
specialized preprocessing techniques that can handle such linguistic 
variability without losing contextual meaning. For example, rather than 
discarding non-standard expressions or internet-specific abbreviations, 
these elements should be carefully processed to preserve their signifi-
cant role in conveying sentiment and meaning. Additionally, ensuring 
representativeness and diversity in the data set is crucial; collecting data 
across different demographics, topics and time frames can mitigate 
biases and provide a more comprehensive view of the discourse if this is 
needed. Finally, it is important to pay attention to errors, anomalies and 
irregularities in the data, such as optical character recognition errors 
and missing values, and in some cases take steps to remediate these in 
preprocessing. More generally, it is crucial to emphasize that the quality 
of a given data set depends on the research question. Grammatically 
well-formed sentences may be high-quality data for training a linguistic 
parser; social media could never be studied as people on social media 
rarely abide by the rules of morphology and syntax. This underscores 
the vital role of data not just as input but also as an essential component 
that dictates the success and validity of the analytical endeavour.

a

Preprocessing Features Model ResultsData
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Deep learning model Results

ResultsData
Data

Pre-trained deep learning model

Deep learning model

Data

Data
Data
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Generative deep learning model Results
Prompt

Data

Fig. 1 | Schematic representation of three 
predominant approaches in the quantitative text 
analysis. a, Feature-based models in which data 
undergo preprocessing to generate features for 
model training and prediction. b, Representation 
learning models that can be trained from scratch 
using raw data or leverage pre-trained models fine-
tuned with specific data. c, Generative models in 
which a prompt guides the generative deep learning 
model, potentially augmented by external data, to 
produce a result.
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Data acquisition. Depending on the research objective, data sets can 
vary widely in their characteristics. For the emotion classifier, a data 
set could consist of many social media comments. If the task is to 
train or fine-tune a model, each comment should be annotated with 
its corresponding sentiment label (labels). If the researcher wants to 
apply a pre-trained model, then only a subset of the data must be anno-
tated to test the generalizability of the model. Labels can be annotated 
manually or automatically, for instance, by user-generated ratings, 
such as product reviews or social media posts, for example. Train-
ing data should have sufficient coverage of the phenomenon under 
investigation to capture its linguistic characteristics. For the emotion 
classifier, a mix of comments are needed, ranging from brief quips to 
lengthy rants, offering diverse emotional perspectives. Adhering to the 
principle that there are no data like more data, the breadth and depth 
of such a data set significantly enhance the accuracy of the model. 
Traditionally, data collection was arduous, but today QTA researchers 
can collect data from the web and archives using dedicated software 
libraries or an application programming interface. For analogue data, 
optical character recognition and handwritten text recognition offer 
efficient conversion to machine-readable formats41. Similarly, for 
auditory language data, automatic speech recognition has emerged 
as an invaluable tool42.

Data preprocessing. In feature-based QTA, manual data preprocess-
ing is one of the most crucial and time-consuming stages. Studies 
suggest that researchers can spend up to 80% of their project time 
refining and managing their data43. A typical preprocessing workflow 
for feature-based techniques requires data cleaning and text normaliza-
tion. Standard procedures include transforming all characters to lower 
case for uniformity, eliminating punctuation marks and removing 
high-frequency functional words such as ‘and’, ‘the’ or ‘is’. However, 
it is essential to recognize that these preprocessing strategies should 
be closely aligned with the specific research question at hand. For 
example, in the sentiment analysis, retaining emotive terms and expres-
sions is crucial, whereas in syntactic parsing, the focus might be on 
the structural elements of language, requiring a different approach to 
what constitutes ‘noise’ in the data. More nuanced challenges arise in 
ensuring the integrity of a data set. For instance, issues with character 
encoding require attention to maintain language and platform inter-
operability, which means resorting to universally accepted encoding 
formats such as UTF-8. Other normalization steps, such as stemming 
or lemmatization, involve reducing words to their root forms to reduce 
lexical variation. Although these are standard practices, their applica-
tion might vary depending on the research objective. For example, in a 
study focusing on linguistic diversity, aggressive stemming may erase 
important stylistic or dialectal markers. Many open-source software 
libraries exist nowadays that can help automate such processes for 
various languages. The impact of these steps on research results under-
scores the necessity of a structured and well-documented approach 
to preprocessing, including detailed reporting of all preprocessing 
steps and software used, to ensure that analyses are both reliable and 
reproducible. The practice of documenting preprocessing is crucial, 
yet often overlooked, reinforcing its importance for the integrity of 
research.

With representation learning and generative techniques, QTA has 
moved towards end-to-end models that take raw text input such as 
social media comments and directly produces the final desired output 
such as emotion classification, handling all intermediate steps without 
manual intervention44. However, removal of non-textual artefacts such 

as HTML codes and unwanted textual elements such as pornographic 
material can still require substantial work to prepare data to train an 
end-to-end model.

Annotation and labelling. Training and validating a (pre-trained) 
model requires annotating the textual data set. These data sets come 
in two primary flavours: pre-existing collections with established labels 
and newly curated sets awaiting annotation. Although pre-existing 
data sets offer a head-start, owing to their readymade labels, they 
must be validated to ensure alignment with research objectives. By 
contrast, crafting a data set from scratch confers flexibility to tailor 
the data to precise research needs, but it also ushers in the intricate 
task of collecting and annotating data. Annotation is a meticulous 
endeavour that demands rigorous consistency and reliability. To ensure 
inter-annotator agreement (IAA)45, for example, annotations from mul-
tiple annotators are compared using metrics such as Fleiss’ kappa (κ) to 
assess consistency. A high IAA score not only indicates annotation con-
sistency but also lends confidence in the reliability of the data set. There 
is no universally accepted manner to interpret κ statistics, although 
κ ≥ 0. 61 is generally considered to indicate ‘substantial agreement’46.

Various tools and platforms support the annotation process. 
Specialized software for research teams provides controlled environ-
ments for annotation tasks. Crowdsourcing is another approach, in 
which tasks are distributed among a large group of people. This can 
be done through non-monetized campaigns, focusing on volunteer 
participation or gamification strategies to encourage user engage-
ment in annotation tasks47. Monetized platforms, such as Amazon 
Mechanical Turk, represent a different facet of crowdsourcing in which 
microtasks are outsourced for financial compensation. It is important 
to emphasize that, although these platforms offer a convenient way to 
gather large-scale annotations, they raise ethical concerns regarding 
worker exploitation and fair compensation. Critical studies, such as 
those of Paolacci, Chandler and Ipeirotis48 and Bergvall-Kåreborn and 
Howcroft49, highlight the need for awareness and responsible use of 
such platforms in research contexts.

Provenance and ethical considerations. Data provenance is of utmost 
importance in QTA. Whenever feasible, preference should be given to 
open and well-documented data sets that comply with the principles of 
FAIR (findable, accessible, interoperable and reusable)50. However, the 
endeavour to harness data, especially online, requires both legal and 
ethical considerations. For instance, the General Data Protection Regu-
lation delineates the rights of European data subjects and sets stringent 
data collection and usage criteria. Unstructured data can complicate 
standard techniques for data depersonalization (for example, data 
masking, swapping and pseudonymization). Where these techniques 
fail, differential privacy may be a viable alternative to ensure that the 
probability of any specific output of the model does not depend on 
the information of any individual in the data set51.

Recognition of encoded biases is equally important. Data sets can 
inadvertently perpetuate cultural biases towards attributes such as 
gender and race, resulting in sampling bias. Such bias compromises 
research integrity and can lead to models that reinforce existing 
inequalities. Gender, for instance, can have subtle effects that are 
not easily detected in textual data52. A popular approach to rectify-
ing biases is data augmentation, which can be used to increase the 
diversity of a data set without collecting new data53. This is achieved 
by applying transformations to existing textual data, creating new 
and diverse examples. The main goal of data augmentation is to 
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improve model generalization by exposing it to a broader range of 
data variations.

Model selection and design
Model selection and design set the boundaries for efficiency, accuracy 
and generalizability of any QTA experiment. Choosing the right model 
architecture depends on several considerations and will typically 
require experimentation to compare the performance of multiple 
models. Although the methodological trajectory of QTA provides a 
roadmap, specific requirements of the task, coupled with available 
data volume, often guide the final choice. Although some tasks require 
that the model be trained from scratch owing to, for instance, trans-
parency and security requirements, it has become common to use 
pre-trained models that provide text representations originating from 
training on massive data sets. Pre-trained models can be fine-tuned 
for a specific task, for example, emotion classification. Training 
feature-based models may be optimal for smaller data sets, focus-
ing on straightforward interpretability. By contrast, the complexities 
of expansive textual data often require representation learning or 
generative models. In QTA, achieving peak performance is a trade-off 
among model interpretability, computational efficiency and predictive 
power. As the sophistication of a model grows, hyperparameter tuning, 
regularization and loss function require meticulous consideration. 
These decisions ensure that a model is not only accurate but also 
customized for research-specific requirements.

Training and evaluation
During the training phase, models learn patterns from the data to pre-
dict or classify textual input. Evaluation is the assessment phase that 
determines how the trained model performs on unseen data. Evaluation 
serves multiple purposes, but first and foremost, it is used to assess 
how well the model performs on a specific task using metrics such as 
accuracy, precision and recall. For example, knowing how accurately 
the emotion classifier identifies emotions is crucial for any research 
application. Evaluation of this model also allows researchers to assess 
whether it is biased towards common emotions and whether it general-
izes across different types of text sources. When an emotion classifier 
is trained on social media posts, a common practice, its effectiveness 
can be evaluated on different data types, such as patient journals or 
historical newspapers, to determine its performance across varied 
contexts. Evaluation enables us to compare multiple models to select 
the most relevant for the research problem. Additional evaluation 
involves hyperparameter tuning, resource allocation, benchmarking 
and model fairness audits.

Overfitting is often a challenge in model training, which can 
occur when a model is excessively tailored to the peculiarities of the 
training data and becomes so specialized that its generalizability 
is compromised. Such a model performs accurately on the specific 
data set but underperforms on unseen examples. Overfitting can 
be  counteracted by dividing the data into three distinct subsets:  
the training set, the validation set and the test set. The training set is the  
primary data set from which the model learns patterns, adjusts its 
weights and fine-tunes itself based on the labelled examples provided. 
The validation set is used to monitor and assess the performance of the 
model during training. It acts as a checkpoint, guides hyperparameter 
tuning and ensures that the model is not veering off track. The test 
set is the final held-out set on which the performance of the model is 
evaluated. The test set is akin to a final examination, assessing how 
well the model generalizes to unseen data. If a pre-trained model is 

used, only the data sets used to fine-tune the model are necessary to 
evaluate the model.

The effectiveness of any trained model is gauged not just by how 
well it fits the training data but also by its performance on unseen 
samples. Evaluation metrics provide objective measures to assess 
performance on validation and test sets as well as unseen examples. 
The evaluation process is fundamental to QTA experiments, as demon-
strated in the text classification research10. Several evaluation metrics 
are used to measure performance. The most prominent are accuracy 
(the proportion of all predictions that are correct), precision (the 
proportion of positive predictions that are actually correct) and recall 
(the proportion of actual positives that were correctly identified). The 
F1 score amalgamates precision and recall and emerges as a balanced 
metric, especially when class distributions are skewed. An effective 
evaluation typically uses various complementary metrics.

Results
In QTA, a before-and-after dynamic often emerges, encapsulating the 
transformation from raw data to insightful conclusions54. This para-
digm is especially important in QTA, in which the raw textual data can 
be used to distil concrete answers to research questions. In the preced-
ing section, the preliminary before phase, the process of setting up an 
experiment in QTA, is explored with emphasis on the importance of 
model training and thorough evaluation to ensure robustness. For the 
after phase, the focus pivots to the critical step of applying the trained 
model to new, unseen data, aiming to answer the research questions 
that guide exploration.

Research questions in QTA are often sophisticated and complex, 
encompassing a range of inquiries either directly related to the text 
being analysed or to the external phenomena the text reflects. The link 
between the output of QTA models and the research question is often 
vague and under-specified. When dealing with a complex research 
question, for example, the processes that govern the changing atti-
tudes towards different migrant groups, the outcome of any one QTA 
model is often insufficient. Even several models might not provide a 
complete answer to the research question. Consequently, challenges 
surface during the transition from before to after, from setting up 
and training to applying and validating. One primary obstacle is the 
validation difficulty posed by the uniqueness and unseen nature of 
the new data.

Validating QTA models on new, unseen data introduces a layer of 
complexity that highlights the need for robust validation strategies, to 
ensure stability, generalizability and replicability of results. Although 
the effectiveness of a model might have been calibrated in a controlled 
setup, its performance can oscillate when exposed to the multifaceted 
layers of new real-world data. Ensuring consistent model performance 
is crucial to deriving meaningful conclusions aligned with the research 
question. This dual approach of applying the model and subsequently 
evaluating its performance in fresh terrains is central to the after phase 
of QTA. In addition to validating the models, the results that stem 
from the models need to be validated with respect to the research 
question. The results need to be representative for the data as a whole; 
they need to be stable such that the answer does not change if differ-
ent choices are made in the before phase; and they need to provide an 
answer to the research question at hand.

This section provides a road map for navigating the application 
of QTA models to new data and a chart of methodologies for evaluat-
ing the outcomes in line with the research question (questions). The 
goal is to help researchers cross the bridge between the theoretical 
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foundations of QTA and its practical implementation, illuminating the 
steps that support the successful application and assessment of QTA 
models. The ensuing discussion covers validation strategies that cater 
to the challenges brought forth by new data, paving the way towards 
more insightful analysis.

Application to new data
After the training and evaluation phases have been completed, the next 
step is applying the trained model to new, unseen data (Fig. 2). The goal 
is to ensure that the application aligns with the research questions and 
aids in extracting meaningful insights. However, applying the model 
to new data is not without challenges.

Before application of the model, it is crucial to preprocess the 
new data similar to the training data. This involves routine tasks such 
as tokenization and lemmatization, but also demands vigilance for 
anomalies such as divergent text encoding formats or missing values. 
In such cases, additional preprocessing steps might be required and 
should be documented carefully to ensure reproducibility.

Another potential hurdle is the discrepancy in data distributions 
between the training data and new data, often referred to as domain 
shift. If not addressed, domain shifts may hinder the efficacy of the 
model. Even thematically, new data may unearth categories or motifs 
that were absent during training, thus challenging the interpretative 
effectiveness of the model. In such scenarios, transfer learning or 
domain adaptation techniques are invaluable tools for adjusting the 
model so that it aligns better with the characteristics of the new data. 
In transfer learning, a pre-trained model provides general language 
understanding and is fine-tuned with a small data set for a specific task 
(for example, fine-tuning a large language model such as GPT or BERT 
for emotion classification)55,56. Domain adaptation techniques similarly 
adjust a model from a source domain to a target domain; for example, 
an emotion classifier trained on customer reviews can be adapted to 
rate social media comments.

Given the iterative nature of QTA, applying a model is not nec-
essarily an end point; it may simply be a precursor to additional 
refinement and analysis. Therefore, the adaptability of the valida-
tion strategies is paramount. As nuances in the new data are uncov-
ered, validation strategies may need refinement or re-adaptation to 
ensure the predictions of the model remain accurate and insightful, 
ensuring that the answers to the research questions are precise and 
meaningful. Through careful application and handling of the new 
data, coupled with adaptable validation strategies, researchers can 

significantly enhance the value of their analysis in answering the 
research question.

Evaluation metrics
QTA models are often initially developed and validated on well-defined 
data sets, ensuring their reliability in controlled settings. This con-
trolled environment allows researchers to set aside a held-out test set 
to gauge the performance of a model, simulating how it will fare on new 
data. The real world, however, is considerably more complex than any 
single data set can capture. The challenge is how to transition from a 
controlled setting to novel data sets.

One primary challenge is the mismatch between the test set and 
real-world texts. Even with the most comprehensive test sets, capturing 
the linguistic variation, topic nuance and contextual subtlety present 
in new data sets is not a trivial task, and researchers should not be over-
confident regarding the universal applicability of a model57. The situa-
tion does not become less complicated when relying on pre-trained or 
off-the-shelf models. The original training data and its characteristics 
might not be transparent or known with such models. Without appro-
priate documentation, predicting the behaviour of a model on new 
data may become a speculative endeavour58.

The following sections summarize strategies for evaluating 
 models on new data.

Model confidence scores. In QTA, models often generate confidence  
or probability scores alongside predictions, indicating the confidence of  
the model in its accuracy. However, high scores do not guarantee 
correctness and can be misleading. Calibrating the model refines 
these scores to align better with true label likelihoods59. This is espe-
cially crucial in high-stakes QTA applications such as legal or financial 
text analysis60. Calibration techniques adjust the original probability 
estimates, enhancing model reliability and the trustworthiness of 
predictions, thereby addressing potential discrepancies between the 
expressed confidence of the model and its actual performance.

Precision at k. Precision at k (P@k) is useful for tasks with rankable 
predictions, such as determining document relevance. P@k measures 
the proportion of relevant items among the top-k ranked items, pro-
viding a tractable way to gauge the performance of a model on unseen 
data by focusing on a manageable subset, especially when manual 
evaluation of the entire data set is infeasible. Although primarily used 
in information retrieval and recommender system, its principles apply 

Model training

Model inference

Features

Labelled
data

Data Preprocessing Features

Data Preprocessing Features

Labels

Model

Fig. 2 | Comparative workflows of model training 
(upper section) and model application or inference  
(lower section) for a text classification task in the 
context of the quantitative text analysis. Although 
the illustration demonstrates a feature-based 
modelling approach, the fundamental principle 
remains consistent across different methodologies, 
be it feature-based, representation learning or 
generative. A critical consideration is ensuring the 
consistency in content and preprocessing between 
the training data and any new data subjected to 
inference.
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to QTA, in which assessing the effectiveness of a model in retrieving or 
categorizing relevant texts is crucial.

External feedback mechanisms. Soliciting feedback from domain 
experts is invaluable in evaluating models on unseen data. Domain 
experts can provide qualitative insights into the output of the model, 
identifying strengths and potential missteps. For example, in topic 
modelling, domain experts can assess the coherence and relevance of 
the generated topics. This iterative feedback helps refine the model, 
ensuring its robustness and relevance when applied to new, unseen 
data, thereby bridging the gap between model development and 
 practical application.

Software and tools
When analysing and evaluating QTA models on unseen data, researchers 
often turn to specialized tools designed to increase model transparency 
and explain model predictions. Among these tools, LIME (Local Inter-
pretable Model-agnostic Explanations)61 and SHAP (SHapley Additive 

exPlanations)62 have gained traction for their ability to provide insights 
into model behaviour per instance, which is crucial when transitioning 
to new data domains.

LIME focuses on the predictions of machine-learning models 
by creating locally faithful explanations. It operates by perturbing 
the input data and observing how the predictions change, making it 
a useful tool to understand model behaviour on unseen data. Using 
LIME, researchers can approximate complex models with simpler, 
interpretable models locally around the prediction point. By doing so, 
they can gain insight into how different input features contribute to the 
prediction of the model, which can be instrumental in understanding 
how a model might generalize to new, unseen data.

SHAP, by contrast, provides a unified measure of feature impor-
tance across different data types, including text. It uses game theoretic 
principles to attribute the output of machine-learning models to their 
input features. This method allows for a more precise understanding of 
how different words or phrases in text data influence the output of the 
model, thereby offering a clearer picture of the behaviour of the model 

Glossary

Application programming 
interface
A set of rules, protocols and tools for 
building software and applications, which 
programs can query to obtain data.

Bag-of-words model
A model that represents text as a 
numerical vector based on word 
frequency or presence. Each text 
corresponds to a predefined vocabulary 
dictionary, with the vector.

Computer linguistics
Intersection of linguistics, computer 
science and artificial intelligence that is 
concerned with computational aspects  
of human language. It involves the 
development of algorithms and models 
that enable computers to understand, 
interpret and generate human language.

Corpus linguistics
The branch of linguistics that studies 
language as expressed in corpora 
(samples of real-world text) and uses 
computational methods to analyse 
large collections of textual data.

Data augmentation
A technique used to increase the size 
and diversity of language data sets to 
train machine-learning models.

Data science
The application of statistical, analytical 
and computational techniques to  
extract insights and knowledge  
from data.

Fleiss’ kappa
(κ). A statistical measure used to  
assess the reliability of agreement 
between multiple raters when  
assigning categorical ratings to a 
number of items.

Frequency bias
A phenomenon in which elements 
that are over-represented in a data set 
receive disproportionate attention or 
influence in the analysis.

Information retrieval
A field of study focused on the  
science of searching for information 
within documents and retrieving 
relevant documents from large 
databases.

Lemmatization
A text normalization technique used in 
natural language processing in which 
words are reduced to their base or 
dictionary form.

Machine learning
In quantitative text analysis, machine 
learning refers to the application of 
algorithms and statistical models to 
enable computers to identify patterns, 
trends and relationships in textual data 
without being explicitly programmed. It 
involves training these models on large 
data sets to learn and infer from the 
structure and nuances of language.

Natural language processing
A field of artificial intelligence using 
computational methods for analysing 
and generating natural language 
and speech.

Recommender system
A type of information filtering system 
that seeks to predict user preferences 
and recommend items (such as books, 
movies and products) that are likely to 
be of interest to the user.

Representation learning
A set of techniques in machine 
learning in which the system learns 
to automatically identify and extract 
useful features or representations from 
raw data.

Stemming
A text normalization technique used 
in natural language processing, in 
which words are reduced to their base 
or root form.

Supervised learning
A machine-learning approach in which 
models are trained on labelled data, 
such that each training text is paired 
with an output label. The model learns 
to predict the output from the input 
data, with the aim of generalizing the 
training set to unseen data.

Transformer
A deep learning model that handles 
sequential data, such as text, using 
mechanisms called attention and 
self-attention, allowing it to weigh the 
importance of different parts of the input 
data. In the quantitative text analysis, 
transformers are used for tasks such as 
sentiment analysis, text classification 
and language translation, offering 
superior performance in understanding 
context and nuances in large data sets.

Unsupervised learning
A type of machine learning in which 
models are trained on data without 
output labels. The goal is to discover 
underlying patterns, groupings or 
structures within the data, often through 
clustering or dimensionality reduction 
techniques.
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on new data domains. The SHAP library provides examples of how to 
explain predictions from text analysis models applied to various NLP 
tasks including sentiment analysis, text generation and translation.

Both LIME and SHAP offer visual tools to help researchers interpret 
the predictions of the model, making it easier to identify potential 
issues when transitioning to unseen data domains. For instance, visu-
alizations allow researchers to identify words or phrases that heav-
ily influence the decisions of the model, which can be invaluable in 
 understanding and adjusting the model for new text data.

Interpretation
Interpretability is paramount in QTA as it facilitates the translation 
of complex model outcomes into actionable insights relevant to the 
research questions. The nature and complexity of the research ques-
tion can significantly mould the interpretation process by requiring 
various information signals to be extracted from the text, see, for 
example, ref. 63. For example, in predicting election outcomes based 
on sentiments expressed in social media64, it is essential to account 
for both endorsements of parties as expressed in the text and a count 
of individuals (that is, statistical signals) to avoid the results being 
skewed because some individuals make a high number of posts. It is 
also important to note whether voters of some political parties are 
under-represented in the data.

The complexity amplifies when delving into understanding why 
people vote (or do not vote) for particular parties and what arguments 
sway their decisions. Such research questions demand a more com-
prehensive analysis, often necessitating the amalgamation of insights 
from multiple models, for example, argument mining, aspect-based 
sentiment analysis and topic models. There is a discernible gap between 
the numerical or categorical outputs of QTA models — such as classifica-
tion values, proportions of different stances or vectors representing 
individual words — and the nuanced understanding required to fully 
address the research question. This understanding is achieved either 
using qualitative human analysis or applying additional QTA methods 
and extracts a diverse set of important arguments in support of differ-
ent stances, or provides qualitative summaries of a large set of different 
comments. Because it is not only a matter of ‘what’ results are found 
using QTA, but the value that can be attributed to those results.

When interpreting the results of a computational model applied 
to textual data for a specific research question, it is important to con-
sider the completeness of the answer (assess whether the output of 
the model sufficiently addresses the research question or whether 
there are aspects left unexplored), the necessity of additional models 
(determine whether the insights from more models are needed to fully 
answer the research question), the independence or co-dependence of 
results (in cases in which multiple models are used, ascertain whether 
their results are independent or co-dependent and adjust for any over-
lap in insights accordingly), clarify how the results are used to support 
an answer (such as the required occurrence of a phenomenon in the 
text to accept a concept, or how well a derived topic is understood 
and represented) and the effect of methodology (evaluate the impact 
of the chosen method or preprocessing on the results, ensuring the 
reproducibility and robustness of the findings against changes in 
preprocessing or methods).

Using these considerations alongside techniques such as LIME 
and SHAP enhances the evaluation of the application of the model. 
For instance, in a scenario in which a QTA model is used to analyse 
customer reviews, LIME and SHAP could provide nuanced insights 
on a peer-review basis and across all reviews, respectively. Such 

insights are pivotal in assessing the alignment of the model with the 
domain-relevant information necessary to address the research ques-
tions and in making any adjustments needed to enhance its relevance 
and performance. Moreover, these techniques and considerations cata-
lyse a dialogue between model and domain experts, enabling a more 
nuanced evaluation that extends beyond mere quantitative metrics 
towards a qualitative understanding of the application of the model.

Applications
The applicability of QTA can be found in its ability to address research 
questions across various disciplines. Although these questions are 
varied and tasks exist that do not fit naturally into categories, they can 
be grouped into four primary tasks: extracting, categorizing, predict-
ing and generating. Each task is important in advancing understanding 
of large textual data sets, either by examining phenomena specific 
to a text or by using texts as a proxy for phenomena outside the text.

Extracting information
In the context of QTA, information extraction goes beyond mere data 
retrieval; it also involves identifying and assessing patterns, structures 
and entities within extensive textual data sets. At its core are tech-
niques such as frequency analysis, in which words or sets of words are 
counted and their occurrences plotted over periods to reveal trends 
or shifts in usage and syntactical analysis, which targets specific struc-
tures such as nouns, verbs and intricate patterns such as passive voice 
constructions. Named entity recognition pinpoints entities such as 
persons,  organizations and locations using syntactic information 
and lexicons of entities.

These methodologies have proven useful in various academic 
domains. For example, humanities scholars have applied QTA to track 
the evolution of literary themes65. Word embedding has been used 
to shed light on broader sociocultural shifts such as the conceptual 
change of ‘racism’, or detecting moments of linguistic change in Ameri-
can foreign relations40,66. In a historical context, researchers have used 
diachronic word embeddings to scrutinize the role of abolitionist 
newspapers in influencing public opinion about the abolition of slavery, 
revealing pathways of lexical semantic influence, distinguishing lead-
ers from followers and identifying others who stood out based on the 
semantic changes that swept through this period67. Topic modelling 
and topic linkage (the extent to which two topics tend to co-appear) 
have been applied to user comments and submissions from the ‘subred-
dit’ group r/TheRedPill to study how people interact with ideology68. 
In the medical domain69, QTA tools have been used to study narra-
tive structures in personal birth stories. The authors utilized a topic 
model based on latent Dirichlet allocation (LDA) to not only represent 
the sequence of events in every story but also detect outlier stories 
using the probability of transitioning between topics.

Historically, the focus was predominantly on feature-based mod-
els that relied on manual feature engineering. Such methods were 
transparent but rigid, constraining the richness of the textual data. 
Put differently, given the labour-intensive selection of features and the 
need to keep them interpretable, the complexity of a text was reduced 
to a limited set of features. However, the advent of representation 
learning has catalysed a significant paradigm shift. It enables more 
nuanced extraction, considers contextual variations and allows for 
sophisticated trend analysis. Studies using these advanced techniques 
have been successful in, for example, analysing how gender stereotypes 
and attitudes towards ethnic minorities in the USA evolved during the 
twentieth and twenty-first centuries38 and tracking the emergence of 
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ideas in the domains of politics, law and business through contextual 
embeddings combined with statistical modelling70 (Box 1).

Categorizing content
It remains an indispensable task in QTA to categorize content, especially 
when dealing with large data sets. The challenge is not only logistical but 
also methodological, demanding sophisticated techniques to ensure 
precision and utility. Text classification algorithms, supervised or unsu-
pervised, continue to have a central role in labelling and organizing 
content. They serve crucial functions beyond academic settings; for 
instance, digital libraries use these algorithms to manage and make 
accessible their expansive article collections. These classification 
systems also contribute significantly to the systematic review of the 
literature, enabling more focused and effective investigations of, for 
example, medical systematic reviews71. In addition, unsupervised tech-
niques such as topic modelling have proven invaluable in uncovering 
latent subject matter within data sets72 (Box 2). This utility extends to 
multiple scenarios, from reducing redundancies in large document 
sets to facilitating the analysis of open-ended survey responses73,74.

Earlier approaches to categorization relied heavily on feature- 
based models that used manually crafted features for organization. 
This traditional paradigm has been disrupted by advances in represen-
tation learning, deep neural networks and word embeddings, which has 
introduced a new age of dynamic unsupervised and semi-supervised 
techniques for content categorization. GPT models represent another 
leap forward in text classification tasks, outpacing existing bench-
marks across various applications. From the sentiment analysis to text 
labelling and psychological construct detection, generative models 
have demonstrated a superior capability for context understanding, 
including the ability to parse complex linguistic cues such as sarcasm 
and mixed emotions75–77. Although the validity of these models is a 

matter of debate, they offer explanations for their  reasoning, which 
adds a layer of interpretability.

Predicting outcomes
QTA is not limited to understanding or classifying text but extends its 
reach into predictive analytics, which is an invaluable tool across many 
disciplines and industries. In the financial realm, sentiment analysis 
tools are applied to news articles and social media data to anticipate 
stock market fluctuations78. Similarly, political analysts use sentiment 
analysis techniques to make election forecasts, using diverse data 
sources ranging from Twitter (now X) feeds to party manifestos79. 
Authorship attribution offers another intriguing facet, in which pre-
dictive abilities of the QTA are harnessed to identify potential authors 
of anonymous or pseudonymous works80. A notable instance was the 
unmasking of J.K. Rowling as the author behind the pseudonym Robert 
Galbraith81. Health care has also tapped into predictive strengths of the 
QTA: machine-learning models that integrate natural language and 
binary features from patient records have been shown to have potential 
as early warning systems to prevent unnecessary mechanical restraint 
of psychiatric inpatients82 (Box 3).

In the era of feature-based models, predictions often hinged on 
linear or tree-based structures using manually engineered features. 
Representation learning introduced embeddings and sequential mod-
els that improved prediction capabilities. These learned representa-
tions enrich predictive tasks, enhancing accuracy and reliability while 
decreasing interpretability.

Generating content
Although the initial QTA methodologies were not centred on content 
generation, the rise of generative models has been transformative. 
Models such as GPT-4 and Llama2 (ref. 20) have brought forth previ-
ously unimagined capabilities, expanding the potential of QTA to create 
content, including coherent and contextually accurate paragraphs to 
complete articles. Writers and content creators are now using tools 
based on models such as GPT-4 to augment their writing processes by 
offering suggestions or even drafting entire sections of texts. In educa-
tion, such models aid in developing customized content for students, 

Box 2

Exploring molecular data with 
topic modelling
Schneider et al.72 introduced a novel application of topic modelling 
to the field of medicinal chemistry. The authors adopt a probabilistic 
topic modelling approach to organize large molecular data sets 
into chemical topics, enabling the investigation of relationships 
between these topics. They demonstrate the effectiveness of the 
quantitative text analysis method in identifying and retrieving 
chemical series from molecular sets. The authors are able to 
reproduce concepts assigned by humans in the identification and 
retrieval of chemical series from sets of molecules. Using topic 
modelling, the authors are able to show chemical topics intuitively 
with data visualization and efficiently extend the method to a large 
data set (ChEMBL22) containing 1.6 million molecules.

Box 1

Using text mining to model 
prescient ideas
Vicinanza et al.70 focused on the predictive power of linguistic 
markers within the domains of politics, law and business, positing 
that certain shifts in language can serve as early indicators of 
deeper cognitive changes. They identified two primary attributes 
of prescient ideas: their capacity to challenge existing contextual 
assumptions, and their ability to foreshadow the future evolution 
of a domain. To quantify this, they utilized Bidirectional Encoder 
Representations from Transformers, a type 2 language model, 
to calculate a metric termed contextual novelty to gauge the 
predictability of an utterance within the prevailing discourse.

Their study presents compelling evidence that prescient ideas 
are more likely to emerge from the periphery of a domain than from 
its core. This suggests that prescience is not solely an individual 
trait but also significantly influenced by contextual factors. Thus, 
the researchers extended the notion of prescience to include the 
environments in which innovative ideas are nurtured, adding another 
layer to our understanding of how novel concepts evolve and gain 
acceptance.
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ensuring adaptive learning83. The capacity to create synthetic data also 
heralds new possibilities. Consider the domain of historical research, in 
which generative models can simulate textual content, offering specula-
tive yet data-driven accounts of alternate histories or events that might 
have been; for example, relying on generative models to create compu-
tational software agents that simulate human behaviour84. However, the 
risks associated with text-generating models are exemplified by a study 
in which GPT-3 was used for storytelling. The generated stories were 
found to exhibit many known gender stereotypes, even when prompts 
did not contain explicit gender cues or stereotype-related content85.

Reproducibility and data deposition
Given the rapidly evolving nature of the models, methods and practices 
in QTA, reproducibility is essential for validating the results and creating 
a foundation upon which other researchers can build. Sharing code and 
trained models in well-documented repositories are important to enable 
reproducible experiments. However, sharing and depositing raw data 
can be challenging, owing to the inherent limitations of unstructured 
data and regulations related to proprietary and sensitive data.

Code and model sharing
In QTA research, using open source code has become the norm and the 
need to share models and code to foster innovation and collaboration 
has been widely accepted. QTA is interdisciplinary by nature, and by 
making code and models public, the field has avoided unnecessary silos 
and enabled collaboration between otherwise disparate disciplines.  
A further benefit of open source software is the flexibility and transpar-
ency that comes from freely accessing and modifying software to meet 
specific research needs. Accessibility enables an iterative feedback 
loop, as researchers can validate, critique and build on the existing 
work. Software libraries, such as scikit-learn, that have been drivers for 
adopting machine learning in QTA are testimony to the importance of 
open source software21.

Sharing models is not without challenges. QTA is evolving rap-
idly, and models may use specific versions of software and hardware 
configurations that no longer work or that yield different results with 
other versions or configurations. This variability can complicate the 
accessibility and reproducibility of research results. The breakthroughs 
of generative AI in particular have introduced new proprietary chal-
lenges to model sharing as data owners and sources raise objections to 
the use of models that have been trained on their data. This challenge 
is complicated, but fundamentally it mirrors the disputes about intel-
lectual property rights and proprietary code in software engineering. 
Although QTA as a field benefits from open source software, individual 
research institutions may have commercial interests or intellectual 
property rights related to their software.

On the software side, there is currently a preference for script-
ing languages, especially Python, that enable rapid development, 
provide access to a wide selection of software libraries and have a 
large user community. QTA is converging towards code and model 
sharing through open source platforms such as GitHub and GitLab 
with an appropriate open source software license such as the MIT 
license. Models often come with additional disclaimers or use-based 
restrictions to promote responsible use of AI, such as in the RAIL 
licenses. Pre-trained models are also regularly shared on dedicated 
machine-learning platforms such as Hugging Face22 to enable efficient 
fine-tuning and deployment. It is important to emphasize that although 
these platforms support open science, these services are provided by 
companies with commercial interests. Open science platforms such 

as Zenodo and OSF can also be used to share code and models for the 
purpose of reproducibility.

Popular containerization software has been widely adopted in the 
machine-learning community and has spread to QTA. Containerization, 
that is, packaging all parts of a QTA application — including code and 
other dependencies — into a single standalone unit ensures that model 
and code run consistently across various computing environments. 
It offers a powerful solution to challenges such as reproducibility, 
 specifically variability in software and hardware configurations.

Data management and storage
Advances in QTA in recent years are mainly because of the availability 
of vast amounts of text data and the rise of deep learning techniques. 
However, the dependency on large unstructured data sets, many of 
which are proprietary or sensitive, poses unique data management 
challenges. Pre-trained models irrespective of their use (for example, 
representation learning or generative) require extensive training on 
large data sets. When these data sets are proprietary or sensitive, they 
cannot be readily available, which limits the ability of researchers to 
reproduce results and develop competitive models. Furthermore, 
models trained on proprietary data sets often lack transparency regard-
ing their collection and curation processes, which can hide potential 
biases in the data. Finally, there can be data privacy issues related to 
training or using models that are trained on sensitive data. Individuals 
whose data are included may not have given their explicit consent for 
their information to be used in research, which can pose ethical and 
legal challenges.

Box 3

Predicting mechanical restraint: 
assessing the contribution of 
textual data
Danielsen et al.82 set out to assess the potential of electronic health 
text data to predict incidents of mechanical restraint of psychiatric 
patients. Mechanical restraint is used during inpatient treatments to 
avert potential self-harm or harm to others. The research team used 
feature-based supervised machine learning to train a predictive 
model on clinical notes and health records from the Central 
Denmark Region, specifically focusing on the first hour of admission 
data. Of 5,050 patients and 8,869 admissions, 100 patients were 
subjected to mechanical restraint between 1 h and 3 days after 
admission. Impressively, a random forest algorithm could predict 
mechanical restraint with considerable precision, showing an area 
under the curve of 0.87. Nine of the ten most influential predictors 
stemmed directly from clinical notes, that is, unstructured 
textual data. The results show the potential of textual data for the 
creation of an early detection system that could pave the way for 
interventions that minimize the use of mechanical restraint. It is 
important to emphasize that the model was limited by a narrow 
scope of data from the Central Denmark Region, and by the fact that 
only initial mechanical restraint episodes were considered (in other 
words, recurrent incidents were not included in the study).

https://opensource.org/license/mit/
https://opensource.org/license/mit/
https://www.licenses.ai/ai-licenses
https://www.licenses.ai/ai-licenses
https://zenodo.org/
https://osf.io/
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It is a widely adopted practice in QTA to share data and  metadata 
with an appropriate license whenever possible. Data can be depos-
ited in open science platforms such as Zenodo, but specialized 
machine-learning platforms are also used for this purpose. However, 
it should be noted that QTA data are rarely unique, unlike experimen-
tal data collected through random controlled trials. In many cases, 
access to appropriate metadata and documentation would enable the 
data to be reconstructed. In almost all cases, it is therefore strongly 
recommended that researchers share metadata and documentation 
for data, as well as code and models, using a standardized document 
or framework, a so-called datasheet. Although QTA is not committed to 
one set of principles for (meta)data management, European research 
institutions are increasingly adopting the FAIR principles50.

Documentation
Although good documentation is vital in all fields of software develop-
ment and research, the reliance of QTA on code, models and large data 
sets makes documentation particularly crucial for reproducibility. 
Popular resources for structuring projects include project templat-
ing tools and documentation generators such as Cookiecutter and 
Sphinx. Models are often documented with model cards that provide 
a detailed overview of the development, capabilities and biases of 
the model to promote transparency and accountability86. Similarly, 
datasheets or data cards can be used to promote transparency for data 
used in QTA87. Finally, it is considered good practice to provide logs 
for models that document parameters, metrics and events for QTA 
experiments, especially during training and fine-tuning. Although 
not strictly required, logs are also important for documenting the 
iterative process of model refinement. There are several platforms 
that support the creation and visualization of training logs (Weights 
& Biases and MLflow).

Limitations and optimizations
The application of QTA requires scrutiny of its inherent limitations 
and potentials. This section discusses these aspects and elucidates the 
challenges and opportunities for further refinement.

Limitations in QTA
Defining research questions. In QTA, the framing of research ques-
tions is often determined by the capabilities and limitations of the avail-
able text analysis tools, rather than by intellectual inquiry or scientific 
curiosity. This leads to task-driven limitations, in which inquiry is con-
fined to areas where the tools are most effective. For example, relying 
solely on bag-of-words models might skew research towards easily 
quantifiable aspects, distorting the intellectual landscape. Operation-
alizing broad and nuanced research questions into specific tasks may 
strip them of their depth, forcing them to conform to the constraints 
of existing analytical models88.

Challenges in interpretation. The representation of language of 
underlying phenomena is often ambiguous or indirect, requiring 
careful interpretation. Misinterpretations can arise, leading to chal-
lenges related to historical, social and cultural context of a text, in 
which nuanced meanings that change across time, class and cultures 
are misunderstood89. Overlooking other modalities such as visual or 
auditory information can lead to a partial understanding of the subject 
matter and limit the full scope of insights. This can to some extent be 
remedied by the use of grounded models (such as GPT-4), but it remains 
a challenge for the community to solve long term.

Determining reliability and validation. The reliability and stability 
of the conclusions drawn from the QTA require rigorous validation, 
which is often neglected in practice. Multiple models, possibly on 
different types of data, should be compared to ensure that conclu-
sions are not artefacts of a particular method or of a different use of 
the method. Furthermore, cultural phenomena should be evolved to 
avoid misguided insights. Building a robust framework that allows 
testing and comparison enhances the integrity and applicability of 
QTA in various contexts90.

Connecting analysis to cultural insights. Connecting text analysis 
to larger cultural claims necessitates foundational theoretical frame-
works, including recognizing linguistic patterns, sociolinguistic vari-
ables and theories of cultural evolution that may explain changes. 
Translating textual patterns into meaningful cultural observations 
requires understanding how much (or how little) culture is expressed 
in text so that findings can be generalized beyond isolated observa-
tions. A theoretical foundation is vital to translate textual patterns 
into culturally relevant insights, making QTA a more effective tool for 
broader cultural analysis.

Balancing factors in machine learning
Balancing factors is critical in aligning machine-learning techniques 
with research objectives. This includes the trade-off between qual-
ity and control. Quality refers to rigorous, robust and valid findings, 
and control refers to the ability to manage specific variables for clear 
insights. It is also vital to ensure a balance between quantity and qual-
ity in data source to lead to more reliable conclusions. Balance is also 
needed between correctness and accuracy, in which the former ensures 
consistent application of rules, and the latter captures the true nature 
of the text.

From features-based to generative models
QTA has undergone a profound evolution, transitioning from feature- 
based approaches to representation learning and finally to generative 
models. This progression demonstrates growing complexity in our 
understanding of language, reflecting the maturity in the field of QTA. 
Each stage has its characteristics, strengths and limitations.

In the early stages, feature-based models were both promising 
and limiting. The simplicity of their design, relying on explicit feature 
engineering, allowed for the targeted analysis. However, this simplicity 
limited their ability to grasp complex, high-level patterns in language. 
For example, the use of bag-of-words models in the sentiment analysis 
showcased direct applicability, but also revealed limitations in under-
standing contextual nuances. The task-driven limitations of these 
models sometimes overshadowed genuine intellectual inquiry. Using 
a fixed (often modern) list of words with corresponding emotional 
valences may limit our ability to fully comprehend the complexity of 
emotional stances in, for example, historical literature. Despite these 
drawbacks, the ability to customize features provided researchers with 
a direct and specific understanding of language phenomena that could 
be informed by specialized domain knowledge91.

With the emergence of representation learning, a shift occurred 
within the field of QTA. These models offered the ability to capture 
higher-level abstractions, forging a richer understanding of language. 
Their scalability to handle large data sets and uncover complex rela-
tionships became a significant strength. However, this complexity 
introduced new challenges, such as a loss of specificity in analysis and 
difficulties in translating broad research questions into specific tasks. 

https://cookiecutter.readthedocs.io/en/stable/
https://www.sphinx-doc.org/en/master/
https://www.wandb.com/
https://www.wandb.com/
https://mlflow.org/
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Techniques such as Word2Vec enabled the capture of semantic rela-
tionships but made it difficult to pinpoint specific linguistic features. 
Contextualized models, in turn, allow for more specificity, but are typi-
cally pre-trained on huge data sets (not available for scrutiny) and then 
applied to a research question without any discussion of how well the 
model fits the data at hand. In addition, these contextualized models 
inundate with information. Instead of providing one representation for 
a word (similar to Word2Vec does), they provide one representation  
for each occurrence of the word. Each of these representations is one 
order of magnitude larger than vectors typical for Word2Vec (768–1,600  
dimensions compared with 50–200) and comes in several varieties, 
one for each of the layers of the mode, typically 12.

The introduction of generative models represents the latest stage 
of this evolution, providing even greater complexity and potential. 
Innovative in their design, generative models provide opportunities to 
address more complex and open-ended research questions. They fuel 
the generation of new ideas and offer avenues for novel approaches. 
However, these models are not without their challenges. Their high 
complexity can make interpretation and validation demanding, and if 
not properly managed, biases and ethical dilemmas will emerge. The 
use of generative models in creating synthetic text must be handled 
with care to avoid reinforcing stereotypes or generating misleading 
information. In addition, if the enormous amounts of synthetically 
generated text are used to further train the models, this will lead to a 
spiral of decaying quality as eventually a majority of the training data 
will have been generated by machines (the models often fail to distin-
guish synthetic text from genuine human-created text)92. However, 
it will also allow researchers to draw insights from a machine that is 
learning on data it has generated itself.

The evolution from feature-based to representation learning to 
generative models reflects increasing maturity in the field of QTA. As 
models become more complex, the need for careful consideration, ethi-
cal oversight and methodological innovation intensifies. The challenge 
now lies in ensuring that these methodologies align with intellectual 
and scientific goals, rather than being constrained by their inherent 
limitations. This growing complexity mirrors the increasing demands 
of this information-driven society, requiring interdisciplinary col-
laboration and responsible innovation. Generative models require a 
nuanced understanding of the complex interplay between language, 
culture, time and society, and a clear recognition of constraints of the 
QTA. Researchers must align their tools with intellectual goals and 
embrace active efforts to address the challenges through optimization 
strategies. The evolution in QTA emphasizes not only technological 
advances but also the necessity of aligning the ever-changing landscape 
of computational methodologies with research questions. By focusing 
on these areas and embracing the accompanying challenges, the field 
can build robust, reliable conclusions and move towards more nuanced 
applications of the text analysis. This progress marks a significant step 
towards an enriched exploration of textual data, widening the scope for 
understanding multifaceted relationships. The road ahead calls for a 
further integration of theory and practice. It is essential that evolution 
of QTA ensures that technological advancement serves both intellectual 
curiosity and ethical responsibility, resonating with the multifaceted 
dynamics of language, culture, time and society93.

Outlook
Balancing size and quality
In QTA, the relationship between data quantity and data quality is often 
misconceived. Although large data sets serve as the basis for training 

expansive language models, they are not always required when seek-
ing answers to nuanced research questions. The wide-ranging scope 
of large data sets can offer comprehensive insights into broad trends 
and general phenomena. However, this often comes at the cost of a 
detailed understanding of context-specific occurrences. An issue such 
as frequency bias exemplifies this drawback. Using diverse sampling 
strategies, such as stratified sampling to ensure representation across 
different social groups and bootstrapping methods to correct for selec-
tion bias, can offer a more balanced, contextualized viewpoint. Also, 
relying on methods such as burst or change-point detection can help 
to pinpoint moments of interest in data sets with a temporal dimen-
sion. Triangulating these methods across multiple smaller data sets 
can enhance reliability and depth of the analysis.

The design of machine-learning models should account for both 
the frequency and the significance of individual data points. In other 
words, the models should be capable of learning not just from repetitive 
occurrences but also from singular, yet critical, events. This enables 
the machine to understand rare but important phenomena such as 
revolutions, seminal publications or watershed individual actions, 
which would typically be overlooked in a conventional data-driven 
approach. The capacity to learn from such anomalies can enhance 
the  interpretative depth of the model, enabling them to offer more 
nuanced insights.

Although textual data have been the mainstay for computational 
analyses, it is not the only type of data that matters, especially when the 
research questions involve cultural and societal nuances. Diverse data 
types including images, audio recordings and even physical artefacts 
should be integrated into the research to provide a more rounded 
analysis. Additionally, sourcing data from varied geographical and 
sociocultural contexts can bring multiple perspectives into the frame, 
thus offering a multifaceted understanding that textual data from 
English sources alone cannot capture.

Ethical, practical and efficient models
The evolving landscape of machine learning, specifically with respect 
to model design and utility, reflects a growing emphasis on efficiency 
and interpretive value. One notable shift is towards smaller, more 
energy-efficient models. This transition is motivated by both environ-
mental sustainability and economic pragmatism. With computational 
costs soaring and the environmental toll becoming untenable, the 
demand for smaller models that maintain or even exceed the quality 
of larger models is escalating94.

Addressing the data sources used to train models is equally critical, 
particularly when considering models that will serve research or policy 
purposes. The provenance and context of data dictate its interpretive 
value, requiring models to be designed with a hierarchical evaluation 
of data sources. Such an approach could improve the understanding of 
a model of the importance of each data type given a specific context, 
thereby improving the quality and reliability of its analysis. Additionally, 
it is important to acknowledge the potential ethical and legal challenges 
within this process, including the exploitation of workers during the 
data collection and model development.

Transparency remains another pressing issue as these models 
become integral to research processes. Future iterations should feature 
a declaration of content that enumerates not only the origin of the 
data but also its sociocultural and temporal context, preprocessing 
steps, any known biases, along with the analytical limitations of the 
model. This becomes especially important for generative models, 
which may produce misleading or even harmful content if the original 
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data sources are not properly disclosed and understood. Important 
steps have already been taken with the construction of model cards 
and data sheets95.

Finally, an emergent concern is the risk of feedback loops compro-
mising the quality of machine-learning models. If a model is trained on 
its own output, errors and biases risk being amplified over time. This 
necessitates constant vigilance as it poses a threat to the long-term 
reliability and integrity of AI models. The creation of a gold-standard 
version of the Internet, not polluted by AI-generated data, is also 
important96.

Refining the methodology and ethos
The rapid advances in QTA, particularly the rise of generative models, 
have opened up a discourse that transcends mere technological prow-
ess. Although earlier feature-based models require domain expertise 
and extensive human input before they could be used, generative 
models can already generate convincing output based on relatively 
short prompts. This shift raises crucial questions about the interplay 
between machine capability and human expertise. The notion that 
advanced algorithms might eventually replace researchers is a common 
misplaced apprehension. These algorithms and models should be con-
ceived as tools to enhance human scholarship by automating mundane 
tasks, spawning new research questions and even offering novel path-
ways for data analysis that might be too complex or time-consuming 
for human cognition.

This paradigm shift towards augmentative technologies intro-
duces a nuanced problem-solving framework that accommodates the 
complexities intrinsic to studying human culture and behaviour. 
The approach of problem decomposition, a cornerstone in computer 
science, also proves invaluable here, converting overarching research 
queries into discrete, operationalizable components. These elements 
can then be addressed individually through specialized algorithms or 
models, whose results can subsequently be synthesized into a compre-
hensive answer. As we integrate increasingly advanced tuning meth-
ods into generative models — such as prompt engineering, retrieval 
augmented generation and parameter-efficient fine-tuning — it is 
important to remember that these models are tools, not replacements. 
They are most effective when employed as part of a broader research 
toolkit, in which their strengths can complement traditional scholarly 
methods.

Consequently, model selection becomes pivotal and should 
be intricately aligned with the nature of the research inquiry. Unsu-
pervised learning algorithms such as clustering are well suited to 
exploratory research aimed at pattern identification. Conversely, 
confirmatory questions, which seek to validate theories or test hypoth-
eses, are better addressed through supervised learning models such 
as regression.

The importance of a well-crafted interpretation stage cannot be 
overstated. This is where the separate analytical threads are woven into 
a comprehensive narrative that explains how the individual findings 
conjoin to form a cohesive answer to the original research query. How-
ever, the lack of standardization across methodologies is a persistent 
challenge. This absence hinders the reliable comparison of research 
outcomes across various studies. To remedy this, a shift towards estab-
lishing guidelines or best practices is advocated. These need not be 
rigid frameworks but could be adapted to fit specific research contexts, 
thereby ensuring methodological rigor alongside innovative freedom.

Reflecting on the capabilities and limitations of current generative 
models in QTA research is crucial. Beyond recognizing their utility, the 

blind spots — questions they cannot answer and challenges they have 
yet to overcome — need to be addressed97,98. There is a growing need to 
tailor these models to account for nuances such as frequency bias and 
to include various perspectives, possibly through more diverse data 
sets or a polyvocal approach.

In summary, a multipronged approach that synergizes transparent 
and informed data selection, ethical and critical perspectives on model 
building and selection, and an explicit and reproducible result inter-
pretation offers a robust framework for tackling intricate research 
questions. By adopting such a nuanced strategy, we make strides 
not just in technological capability but also in the rigor, validity and 
credibility of QTA as a research tool.

Published online: xx xx xxxx
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